Math 630-102
Homework #11
Due date: April 19, 2007

Group work on h/w assignments is not allowed. No edit is given for results
without a solution or an explanation. Late homeworkis not accepted.

Section 5.2
Problem I. Any symmetric matrix (A=A) satisfies the following two properties:

1. It has a full set of linearly independent eigenvectors, and hence caayal be
diagonalized, even if its eigenvalues are not riti

2. lts eigenvectors are mutually orthogonal, andigkevalues and eigenvectors are

real.
0 0 3
Verify these results for the matrix A8 3 0
3 00
Section 5.3

Problem Il. Markov processes in probability theory provide another practicapagation
of linear difference equations, where a matrixezhlihe Markov matrix specifies the
probability of transitions between different “stsite@f some system. For instance,
consider the following simple game:

Initially, a ball is placed in one of two boxesyellow box (Y) or a green box (G). A fair
die (a cube with faces numbered 1 to 6) is rolegzeatedly, and the result of each roll

determines whether the ball will be moved, or siayslace, according to the following

rules:

1. If the ball is in yellow box (Y) and the die kpkoduces 1 or 3, the ball is moved to the
green box (G); otherwise it stays in box Y.

2. If the ball is in box G and the die roll proda@n even number (2, 4 or 6), the ball is
moved to box Y; otherwise it stays in box G.

Let's denotep, the probability that the ball is in the yellow bafterk rolls, and denote

pS the probability that the ball is in the green ladterk rolls. It is not hard to see that
these probabilities change after each die roll eding to the difference equation:



¥ 2/3 1/2|| p! ¥
p‘gl = p'("; — Ug+1 = AU, whereuy = p'(";
P 1/3 1/2|| p, [oh
Note that A;=1/3 (the transition probability from Y to G) isgtlprobability for a die roll

to show 1 or 3, since 2/6=1/3. The elemet=A/2 (the transition probability from G to
Y) is the probability that a die roll is an evemmher.

The matrix in this equation is called the Markovtnxathe sum of elements in each
column of the matrix has to equal 1 (the probabtlit move plus the probability to stay
equals 1). One important property of any Markovriras that it always has an
eigenvalué\=1, and all other eigenvalues are less than one.

a) Find the eigenvalues and the eigenvectors of thisim
b) Find p/ and p? if the ball is initially in the yellow box p} =1, p$ =0).
c) Can you tell what happens after a great numbeaofegturnsk? Do the

probabilities approach a steady state? If you pdabet that the ball will be in the
yellow box after 40 rounds, what are your chanoeksl$) of winning?

Section 5.4

Problem Ill. Solve the following differential equation using tth@gonalizationu(t) =
e*u(0) = Se*'S'u(0)
dx

—=X+4
a

dy
— =X+
a Y

Use the initial conditiox(0)=4,y(0)=0

Problem IV. Suppose that the rabbit population and the wolueton sizes in a certain
park are governed by

ﬂ:2r—w
dt
d—W:r+2w
dt

a) From the determinant and the trace of the matorel figure out whether the two
population sizes are going to increase, decreastap constant (see p. 271)

b) After a long time, what is the proportion of ralshib wolves? (hint: you only
need the eigenvalues and the eigenvectors).



Problem V. What we’ve learned can be used to solve differeatjaations of any order,

d’y _dy

for instance @econd-order differential equation such agF + aEJr by=c, wherea, b

andc are arbitrary constants. Consider for instancddtewing linear system, where we

dy
denotey'=—:
y dt

dajy|_|1 -5y’
dt| y 1 0|y
a) Write down the second-order differential equatiesaibed by this matrix
expression

b) From the determinant and the trace of the matokre| figure out whetheyr(t)
andy(t) will increase or decrease or stay the same{s@&1)

2 0.2
Problem VI. Consider the matrix A {OO 8 J

. .1 . .
Based on the geometric senles— =1+ X+ Xx*+x>+... we can infer the following
—X

expression for the inverse-{A)™
I=A) = 1+A+ A2+ A3+ A+

a) Calculate the left-hand side and calculate the firee terms (| + A + A) on the
right-hand side. Compare the two results.
b) Diagonalize A and verify that

_ -1
(1=A)"=S (1-A)"*S? where (1 A)*t= (=4) 0 )
0 1-4)
c) Is this series expansion for (I —Aalid if A is some projection matrix? (hint:
what is the square of a projection matrix?). Whmttua a permutation matrix?



Summary: linear differential equations

e A linear differential equation of any order can be puthe torm%u(t) = Au(t) ,

where A is a matrix describing the system, tisdthe time variable.

e The solution to the above equatioruf§=e " u(0), whereu(0) is the initial state
of the system.

e The solution isalways (whether the matrix is diagonalizable or not) dqaa
u(t) = e u(0)
where the matrix exponential is defined througTaiglor series
e =1+ A+ A2+ AP/31+ AY4 + ..
e If matrix A can be diagonalized, the solution cawritten as
u(t) = et u(0) = Se*' stu(0)
or, equivalently,
uc=Se"'c =ce'x +Cc X, +...+C "X,

wherec = S*u(0) is the vector of coefficients in the expansionuff) as a linear
combination of eigenvectors:

u@ =gx1teXxe+ ... +GXxp=Sc

¢ Note complete analogy with the difference equatitinge variablek becomes,
andA* becomes

e The stability of the equilibrium u(0)=0 is determaby the real parts of the
eigenvalues, andnly in the 2x2 casas completely specified byet(A) = As1-A,
andtrace(A) = A1 + Ay, as follows:

If det(A) is positive, that means that eigenval(resre accurately, their real parts)
are either both positive, and hence the solutidowb up” (unstable), or both negative, in
which case the solution decays to zero (stableceSihe trace of the matrix equals the
sum of its eigenvalues, the sign of the trace altmdistinguish between these two
different outcomes. If det(A) is negative, then ofi¢he eigenvalues has a positive real



part, so the solution is unstable unless the Irabadition lies along the other, negative
eigenvalue.



